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Abstract

Cycle-to-cycle variations in the pressure evolution
within the cylinder of a spark ignition engine has long
been recognized as a phenomenon of considerable im-
portance. In this work, use of tools borrowed to the
nonlinear dynamical system theory to investigate the
time evolution of the cylinder pressure is explored. By
computing a divergence rate between different pressure
cycles versus crank angle, four phases during the com-
bustion ¢ycle are exhibited. These four phases may be
identified with the four common phases evidenced by
burn rate calculations [1]. Starting from phase portraits
and using Poincaré sections, we also study correlations
between peak pressures, IMEP and the durations from
ignition to appearance of a flame kernel. Accounting
for the fact that, during the ignition phase of the com-
bustion cycle, trajectories in a plane projection of the
reconstructed phase portrait assoclated with cycles in
the case of motored engine cannot be distinguished from
trajectories corresponding to combustion cycles, we es-
timate the duration of the ignition phase without any
prior assumption on the combustion processes. Fluctu-
ations of ignition phase lengths have been found to be
correlated with IMEP standard deviations.

1 Introduction

Cycle-to-cycle variations in pressure evolution within
the cylinder of a spark ignition engine has long been
recognized as a phenomenon of considerable impor-
tance {2] [3]. In his monograph [4], Heywood identified
three main factors influencing cycle-to-cycle variations
(i} aerodynamics in the cylinder during combustion, (ii)
the amount of fuel, air and recycled exhaust gases sup-
plied to the cylinder and (iif) the mixture composition,

especially near the spark plug. These factors contribute
to the cycle-to-cycle variations according to different
ways. The aerodynamics of gases and the mixture com-
position near the spark plug just prior to ignition de-
termine the flame kernel growth during the initiation
phase [3]. The way in which the flame front is wrinkled
may prodiuce variations in the flame propagation, and
consequently, affects the burning rate {6] [7] [8].

The combustion of gases in the cylinder may be
viewed as a dynamical system and, by this way, may
be studied by tools borrowed to the theory of noalinear
dynamical systems. Indeed, Kantor [9] suggested that
the real cause of the variations might be the nonlinear
dependence of the peak cycle temperatures and pres-
sures on the initial conditions at the beginning of the
cycle due to exhaust gas recirculation. Such nonlinear
dependence on initial conditions in other physical sys-
tems has been shown to lead to chaotic behaviours {10]
[11] [12}. Moreover, a simple spark ignition engine model
has been used by Daily [13] to illustrate the concept that
cycle-to-cycle variations are an inherent consequence of
nonlinear combustion kinetics, and may possibly be con-
nected to a chaotic process. Another simple model was
proposed by Daw et al [14] to explain the interaction be-
tween stochastic, small-scale fluctuations in engine pa-
rameters and nonlinear deterministic coupling between
successives engine cycles. Consequently, it is appropri-
ate to use techniques pertaining to the dynamical sys-
tem theory to investigate time evolution of the cylinder
pressure to characterize cycle-to-cycle variations.

Such an analysis will start with the first usual step
of a dynamical analysis namely the reconstruction of
an equivalent state space from the recorded time se-
ries. By computing Poincaré sections and first-return
maps of the portraits constituted by the trajectories as-
sociated with the evolution of the system in the recon-




structed state space, the nature of cycle-to-cycle vari-
ations will be investigated. Without prior assumption
concerning the combustion processes implied in the evo-
lution of cycles, four phases will be exhibited during
the burning process by computing a divergence rate be-
tween individual-cyele pressure time évolution. These
four phases will be identified with the usual phases de-
fined by burn rate calculations, namely the flame initia-
tion, the flame development, the flame front propagation
and she end of combustion. Moreover, accounting for
the fact that, during flame initiation, trajectories in a
plane projection of the reconstructed phase portrait as-
sociated with cycles of motored engine cannot be distin-
guished from trajectories corresponding to fired cycles,
we estimate the length of the flame initiation. Fluctua-
tions of flame initiation lengths have been found to be
correlated with IMEP standard deviations.

The paper is organized as follows. Section 2 briefly
describes the experiments. In section 3 the state space
reconstruction method starting from the pressure data
is introduced. The reconstructed trajectory is then an-
alyzed by using Poincaré sections. In section 4, the four
phases of combustion are exhibited by computing a di-
vergence rate. A sensitiviy to spark advance is studied
in section 3. Section 6 is a conclusion.

2 Experiments

The experiments were carried out with a 2 liters, four
strokes, four cylinders port injection spark ignition en-
gine with 2 inlet and exhaust valves per cylinder. The
engine was operated under different operating condi-
tions and two different levels of mixture preparation
(series IT with 20% of EGR), as summarized in TAB.
1. Since this work will rely on an extensive analysis
of the cycle-to-cycle pressure variations in the cylinder,
let us note that the cylinder pressure was measured by
using a QH 32C AVL piezoelectric transducer mounted
in the cylinder head of the engine. Also, pressure data
were recorded with a step of 1° crank angle, by means
of a digital oscilloscope LECROY 9314 L timed by an
optical shaft encoder mounted on the engine crankshaft.
Data were hereafter transferred o a disk on 2 SUN com-
puter system for storage and analysis. Cylinder pressure
histories were then recorded for a large number of cy-
cles under each operating condition (from 166 up to 400
cycles).

3 State space reconstruction

A state space of a system is defined as a space in which
a point corresponds to a completely defined state of the
system. The time evolution of the system is therefore
associated with a trajectory in the state space. In the
case of the combustion of 2 mixture in & car engine, such

Table 1: Operating conditions and mixture preparation
cases. Series II of measurements is achieved with 20%

of EGR.

Cases | opeed | Load Lr | Equivalence | Spark
(rpm}) (bar) ratio & advance

11 1600 MOTORED ENGINE

12 1000 4.88 1.0 23°
13 1000 4.88 0.8 23°
14 1000 16.40 1.0 7°
L5 1600 5.40 1.0 25°
16 1200 2.90 0.8 25°
1 1000 3.16 1.0 20°
I1.2 1000 3.22 1.0 25°
1.3 1000 3.55 1.0 30°
4 1000 3.40 1.0 35°
IL3 1000 3.60 1.0 4y
116 1000 3.30 1.0 45°

a state space is spanned by a certain amount of vari-
ables as pressure, temperature, mass fraction of species,

. and many other {uncountable) aerodynamicai vari-
ables. In our experiments, the time evolution of a sin-
gle variable is recorded, namely the cylinder pressure
P(#). The first step in our dynamical analysis is to
reconstruct a state space from this experimental time
series P(t). Indeed, it is possible to create a multidi-
mensional space from a scalar time series by using a
reconstruction method such as proposed in a pioneering
paper by N. H. Packard et al [15] by using time delays
or time derivatives. Here, the time may ne thought as
being the crank angle 8(t), since this angle just provides
an equivalent parametrization. Let us assume that the
dimension of the state space associated with the dynam-
ics of our car engine is dg (or, more loosely, that a state
space of dimension dg can capture proeminent features
of the dynamics). Then, we need to reconstruct a space
of dimension dz from the time series P(t). This can be
achieved by using the space spanned by the time delay
coordinates reading as :

z = P(3)

Z4g = P(t + (dg - 1)7)

where T is a time delay to be evaluated (see [16] for a
review concerning this evaluation) or, alternatively, by
using derivative coordinates :




( I = P(t)
Ty = %(f) = P(t)
{ . (2)
d*==1P(t
| Tde = "'g'ta:g-.#

Another iind of coordinates, namely principal compo-
nents [17], is also currently used in the analysis of dy-
namical systems. J. F. Gibson et al [18] demonstrated
that the relationship between delays, derivatives and
principal components consists on a rotation and a rescal-
ing. Consequently, from Gibson'’s peint of view, state-
ments about a dynamics observed in a reconstructed
state space would not depend on the coordinates. Nev-
ertheless, they may depend on reconstruction parame-
ters such as the time delay 7, the sampling rate f or the
window size T, on which the derivatives are computed.

In this paper, we prefer to use derivative coordinates
for two reasons (i) the shape of the reconstructed state
portrait, i.e. the trajectory associated with the time
evolution of the engine, is less sensitive to the choice of
the window size 7, used in computing derivatives than
to the choice of the time delay T introduced in the delay
coordinates and (ii) derivatives (in particular the first
derivative P(t)) possess an obvious physical meaning.
The derivatives are here estimated by using a discrete
linear filter

P
wi() = > rp(n)z(t+ndt) (3)
n=—p

where the time series z(t) (here pressure versus time}
discretized with the time step 6t is the input, w;(2),
the so-called Legendre coordinate, is the output, and
r;p(n) is an appropriate discrete convolution kernel,
namely constituted of the discrete Legendre polynomi-
als, parametrized by the choice of p which defines the
window size 75 = (2p + 1)8¢ and the order ; of the re-
quired derivative. Following Gibson et al [18], this filter
defines the optimal linear coordinate transformation.

In this work, most of the analysis is achieved by
working in a plane projection of the reconstructed state
space, i.e. by working in a plane spanned by P(t) and
P(t). A few tasks such as computing the Poincaré sec-
tions are carried out by working in a 3D space where
the third coordinate is P(t).

For instance, parts of time series and plane projec-
tions of reconstructed state spaces are given for three
different operating conditions (Figure 1). In each case,
a single trajectory associated with about ten successive
cycles is displayed. In this paper, the ward cycle will
designate either a cycle of combustion or the part of the
trajectory associated with a cycle of combustion. The
case of motored engine is displayed in Figure 1.a. As ex-
pected, the trajectory is weil transversely confined in the
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state space. This is the obvious result of the very small
dispersion of the cylinder pressure cycle when thereis no
combustion during the cycle. From this point of view,
the cylinder pressure, which is a macroscopic variable,
is fairly insensitive to the aerodynamics of the mixture.
Two cases of combustion are displayed in Figure s 1.b
and 1.c. The first one is for an equivalence ratio ¢ equal
to 1 (case 1.2, Figure 1L.b) and the second one is for
6 = 0.8 {case 1.3, Figure L.c). When ¢ = 1.0, the tra-
jectory moderately fluctuates around a mean orbit in
concordance with the small relative standard deviation
of IMEP (COVimep = 1.8%)- With a leaner equivalence
ratio (Figure 1.c}, the trajectory visits a larger region of
the state space as expected from the greater magnitude
of IMEP variations (COV[MEP = 7.6%).

The state portraits allow us to easily distinguish dy-
namics with different operating conditions. In any case,
trajectories are rather well confined in the state space
and well organized, i.e. different cycles are associated
with parts of trajectory which are nearly parallel. Con-
sequently, cylinder pressure evolution could be possi-
bly governed by a dynamics with a deterministic com-
ponent. We then invoke the theory of dynamical sys-
tems which sells us that. when a dynamics is governed
by a low-dimensional deterministic process, i.e. Is as-
sociated with a small number of ordinary differential
equations, the dynamics must induce a first-return map
which exhibits a structure. By structure, we here mean
a repartition which is different fom a cloud of points as
would be obtained in the presence of a stochastic be-
haviour. Therefore, a first-return map is now computed
in a Poincaré section which is here defined as :

P={(X,2) e R*|Y =0,Z<0} (4}
where
X =Plt)
Y = P(2) (3)
Z = P(t)

Such a Poincaré section is displayed in Figure 2 (for
case 1.2). From this Poincaré section, a first-return map
is computed by plotting the coordinate X, of the
(n + 1)-th intersection between the trajectory and the
Poincaré section versus the coordinate X, of the n-th
intersection. This first-recurn map is displayed in Fig-
ure 3. It exhibits a structure similar to a cloud of points
meaning that cycle-to-cycle variations of the cyiinder
pressure are not only governed by a low-dimensional de-
terministic dynamics. It is then highly likely that the
dynamics of the cylinder pressure has a deterministic
component associated with the global shape of a cycle
and a stochastic component describing the cycle-to-cycle
variations. Consequently, it would be reasonabie to as-
sume that cycle-to-cycle variations are not governed by
a chaotic process since a stochastic component is exhib-

ited.
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Figure 1: Parts of the recorded time series with plane
projections of reconstructed state spaces for three op-
erating conditions. The relative standard deviation of
IMEP is indicated when required.
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4 Divergence rate and burning
events

One of the common techniques of analysis of the dynam-
ical behaviour of engines is constituted by using a mass-
fraction-burned calcuiation versus crank angle 4. Dur-
ing a cycle, the burning process is then usually separated
in four phases {1] as follows (i) the flame initiation asso-
ciated with the angular range corresponding to a burned
mass fraction (BMF) up to 2%. During this phase, the
burning process is not detected by analyzing the cylin-
der pressure (ii) the flame development associated with
burned mass fractions in the range 2% < BMF < 10%.
The flame kernel becomes a flame front during this phase
(iii) the flame propagation, corresponding to the propa-
gation of a flame front from the ignition site through the
combustion chamber, arises when 10% < BMF < 90%.
{iv) the end of the combustion which is completed when
BMF = 100%.

The beginning of the combustion process is easily
identified since it is associated with the spark ignition
angle, expressed as a spark advance SA4 (in degrees) be-
fore the Top Dead Center (TDC). In our experiments, 00
significative difference in pressure evolution has been ob-
served in both fired and cycles of motored engine before
the spark ignition angle #;n:, in spite of possible changes
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Figure 4: Comparison between plane projections of the
trajectories associated with fired cycles and cycles of
motored engine.

due to residual gases whose temperature may change the
specific ratio v = gf of the unburned mixture. This fact
may be observed in Figure 4 where the trajectory asso-
ciated with cycles of motored engine essentially coin-
cides, in the same plane projection of the reconstructed
state space, with the trajectory corresponding to fired
cycles. Fired trajectories and motored engine trajecto-
ries differently evolve after a short time delay beyond
the spark ignition. One has to remark that, due to the
influence of different thermodynamical conditions (pres-
sion, temperature, mass fractions, ...), the trajectories
for motored engine and fired cycles are very different
at the end of the cycles, even after the completion of
the combustion. This is a signature of the influence of
the thermodynamical conditions which are, of course,
different depending on whether combustion occurred or
not.

Just after the spark ignition, fired trajectories sepa-
rate from motored engine trajectories due to the cyjin-
der pressure increase induced by the lame development.
Associated to this difference between the behaviour of
the two kinds of cycles, there also occurs a difference of
behaviour between fired cycles. However, the fired cy-
cles eventually converge toward the same evolution once
the burned gases are ejected from the cylinder. We may
expect that the burning phase corresponds to the inter-
val defined by the onsets of divergent and convergent
behaviours.

These behaviours may allow to identify the roots of
the cyclic dispersion without any prior knowledge about
combustion processes. This may be done by exhibit-
ing critical angles associeated with the different burning
events appearing during a cycle by computing a diver-
gence rate Ag from the pressure time series. This diver-
gence rate Ag is adapted from the Lyapounov exponent
definition [19] to our data and is then defined as follows :
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Figure 5: Evolution of the distance between two cycles
versus crank angle. Here, the angle delay is taken to be

equal to 6°.

where X;(i) designates the pressure value at angle 8
during the i-th cycle, 8z is an angle delay on which the
divergence rate is estimated (see Figure 5) and N is
the number of cycles on which the divergence rate is
estimated. In spirit, this divergence rate is similar to
a local Lyapounov exponent in nonlinear dynamics and
may therefore be called a Lvapounov index.

The angle delay is empirically set to 6°. For an angle
delay smaller than 6°, parasitic oscillations appear in
the evaluation of Ag (noise corruption). This value of 6°
is the smallest value for which these parasitic oscillations
are no more disturbing. The evolution of the divergence
rate is displayed in Figure 6 for motored engine and fired
cycles.
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Figure 6: Divergence rate \g versus crank angle for
two different operating conditions. \s is computed over
about 300 cycles.
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Table 2: Critical crank angles for some operating condi-
tions. Values of IMEP are also reported.

case || Binit | 9B | Bt [ fe IMEP
T3 | 3379 || 342° | 356° | 390° | 418° | 2.85
16 || 335° || 342° | 353° | 391° ; 417° | 3.19
12 1 337° || 337° | 349° | 367° | 375° | 6.91
T4 | 353° || 350° | 360° | 378° | 386° | 3.99
1.5 | 333° || 337° | 348° | 367° | 376° | 4.37

As expected, the divergence rate A is about zero on
the interval [0° - 720°] for cycles of motored engine. This
means that no divergence (convergence) appears during
cvcles, in concordance with the fact that the cycle-to-
cycle dispersion is very small and may be viewed as
resulting from the corruption of data by noise. Con-
versely, when there is combustion during cycles, & sig-
nificant cycle-to-cycle dispersion appears as evidenced
by the large two-peak oscillation of the divergence rate
g {Figure 6.b). From the structure of this oscillation,
four critical crank angles may be defined (i} the crank
angle g corresponding to the beginning of the oscilla-
tion (i) the angle 6 for which Ay reaches its maximum
value, (ili) @y defining the minimum value of Ay and
(iv) fg which is associated with the end of the oscilla-
tion. The values of these different critical angles for 2
few operating conditions are reported in Table 2.

We recall now that our main objective is to exhibit
useful tools arising from the nonlinear dynamical the-
ory to analyse cylinder pressure time series without any
prior knowledge on combustion processes. Such a goal is
motivated by the very cumbersome character of the burn
rate calculation codes which are more classically used.
Indeed, o0 obtain good results with such codes, many
physical parameters (wall temperature, piston temper-
ature, natural EGR rate, ...) must be adjusted. More-
over, it is not always well understood how a small change
in one of these control parameter values acts on the re-
sults. A complete study of the results given by such a
code over a large range of the control parameter values
would be useful. Nevertheless, such a study is out of the
scope of this paper and is therefore postponed to a future
work. But let us provide an exemplifying comparison
between results of a conventional heat release code and
results given by computing a divergence rate. We have
to precise that, in this preliminary comparison, control
parameter values are not necessarily carefully adjusted.
Results are reported in Table 3.

From the results obtained with such a conventional
heat release analysis, we may observe that 127 after the
spark ignition, only 1.3% of the mass are burned which
is a very small value for a stochiometric mixture. Nev-
ertheless, quantitative results allows us to assume that
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Table 3: Comparison between nominal values of BMF
following our assumptions concerning the interpretation
of the divergence rate and the computed values by using
a conventional Heat Release Analysis (HRA). Nominal
values of BMF are associated with the usual four phases
during the combustion cycle.

=10 |casell
BMF | 2% | 10% 90 % 100 %
Ag fg=|bfu=1 On= fg =
337° | 349° 367° 375°
ERA |00% |1.0% | 385 % | 90.0%
OBMF - 05% |105% | 39%
F =08 caseld
BMF | 2% 10% 0 % 100 %
% | 6= fu=| On= | 5=
342° | 356° 390° 418°
BRA | 06% | 2.7 % | 7T1.6 % : 96.7 %
oomr | 04 | 10% | 166% ; 47 %

critical crank angles may be used to interpret the com-
bustion cy¢le as follows.

By inspecting the critical crank angle values, one may
remark that the oscillation starts a short time after the
spark ignition. The interval (s — insz) may therefore
be associated with the fame initiation since, during this
phase, the cylinder pressure is not sensitively affected by
the combustion. More generally, it is worth stating at
this point that four phases are again distinguished by the
divergence rate in the burning angular range. Indeed,
the oscillation is divided in three intervals separated by
the critical crank angles to which we must add the inter-
val (#g —Oinit). It then appears that each interval of the
oscillation would correspond to a phase of the burning
process. Then, the flame development can be defined
by the interval [fg, 6y, the propagation by the interval
[6m, 8] and the end of the combustion by the interval
[0, 0x]. With such an identification, the mean angular
range associated with each phase of the burning process
may be determined (Table 4).

From these results, we check that the flame initia-
tion depends on the equivalence ratio of the mixture,
i.e. the flame initiation angular range increases when ¢
decreases (< 1° when ¢ = 1.0 and 5°—7° when ¢ = 0.8).
Such a result is in agreement with the well known fact
that the initiation of a flame kernel near the spark plug
is faster with a stochiometric operating condition than
with leaner equivalence ratios. For a given equivalence
ratio however, the angular ranges associated with the
different phases of combustion are not sensitively af-
fected by the operating conditions. Nevertheless, the
different loads applied to the engine and the different
spark timing modify the IMEP values. Also, the flame
development range (equal to about ten degrees in each




Table 4: Intervals associated with the different phases
of the burning process estimated by the critical crank
angles. The relative standard deviation of IMEP is also
reported.

case | Init. | Dev. | Prop. | End [ Tot. | COViypp

L3 5° 14° 34° | 28° | 76° 7.6 %

16 7° 11° 38° | 26° | 75° 114 %

I2 ;<19 | 12° 18° 8 | 38 12%

L4 | <1°] 10° 18¢ & | 36° 18%

L3 2° 11° 19° g% | 39° 1.8 %

case) appears to be rather insensitive to the operating
conditions, including the equivalence ratio. Further-
more, the flame propagation range is twice longer when
¢ = 0.8 than when ¢ = 1.0 as previously observed [20].
Table 4 also shows that the higher the flame speed is,
the smaller is the cycle-to-cycle dispersion as indicated
by the relative standard deviation COVpygp. Such a
result has been experimentally observed by Young [21]
and numerically by Daily [13] with a simple model. The
range of the end of combustion also appears to depend
much on the equivalence ratio. As a conclusion to this
gection, we mention then that the characterization of the
different phases of the burning process by the divergence
rate Ay is in agreement with the usual observations, i.e.
one might reasonably claim that the different phases of
combustion are well determined by the divergence rate
Ag.

5 Sensitivity to spark advance

Our aim is now to test the sensitivity of the divergence
rate Ay to the spark timing, and in particular to investi-
gate the evolution of the different phases of combustion
versus the spark timing. In order to extend the range of
the spark interval without knock, the engine is operated
with 20% of EGR. The spark timing is then varied on
the range [20° — 45°] (see Table 1). For each spark ad-
vance value, the divergence rate Ay, IMEP and relative
standard deviation of IMEP are computed. Results are
reported in Table 5 and Table 6. There is no significant
effect of the spark advance on the duration of the com-
bustion phases excepted for the flame initiation phase
which occurs on a larger angular range when the spark
advance increases. This modification of the flame initi-
ation however does not necessarily degrade the quality
of combustion since, as we shall see later, the optimal
phasing of the combustion events which produces the
highest IMEP is obtained with SA = 40° (with a flame
initiation developing over 15°). Again, the flame de-

velopment angular range is found to be equal to about
ten degrees, confirming the absence of dependence on
operating conditions found in the previous section for
this feature. For the engine used in this work, the opti-
mal phasing is found to correspond to a spark ignition
located at 40° before TDC and is associated with the
value of COV}MEP.

Table 5: Different phases of combustion versus the spark
advance.

Cases || AA || Init. | Dev. | Prop. | End
iL1 20¢ &° 12¢ 32¢ 13°
I1.2 25° 8° 10° 30° 13¢
1.3 30° 9° 13° 30° 18¢
14 35° || 12° ; 13° 27° 14°
1.5 40¢ i 15° 13° 27° i2e
iI6 45° | 17° | 15° 26° | 13°

It is not possible to obtain the angular range of flame
initiation in individual cycles by using the divergence
rate Ag, since this last quantity is a statistical quantity.
Nevertheless, as a possible correlation between flame ini-
tiation durations and IMEP would be of importance, we
use directly the plane projections in the reconstructed
space to estimate individual initiation phase durations.
Then, starting from the fact that, during the flame ini-
tiation, the burning process does not significantly affect
the cylinder pressure, we define the end of the flame ini-
tiation when motored engine trajectories are separated
from the cycle-fired trajectory under study by a distance
greater than a critical distance d. for the corresponding
plane prejection in the reconstructed state space. By
this way, an estimation of the flame initiation angular
range is obtained for each cyele. In order to prevent our
estimation from noise corruption, the distance d, is set
to a big enough value, namely 1.0 {with pressures taken
in bars). Such a criterion differs slightly from a depar-
ture of 1 bar cylinder pressure cycle in the sense that it
is a distance in a 2D space. Moreover, derivatives imply
a small smoothing of the data and, consequently, help
us to prevent our estimation from noise corruption. For
each spark advance value, we then compute the mean
value of the initiation angular range & and its associ-
ated standard deviation oj,. Results are reported in
Table 6.

Due to the use of a relatively large critical distance 4.,
the initiation phase is a little bit overestimated. This
may be observed by comparing (in Table 6) & values
and the flame initiation angular ranges obtained by us-
ing the divergence rate Ag¢ given also in Table 5. Nev-
ertheless, both evaluations of the flame initiation an-
gular ranges exhibit a similar evolution with respect
to the spark advance. The standard deviation o5, of
individual-cycle flame initiation angular ranges is also




Table 6: Estimation of the flame initiation angular
ranges and of associated standard deviation by using

plane projections in the reconstructed space.

Series i| Imit. ot o5 IMEP | COViuEp
Il 6? 90° | 182 | 3.806 5.6
1.2 g° [13.0° | 153.9 || 3.801 41
113 g [ 316.1° | 11.8 || 3.846 2.8
il4 12¢ | 18.7° ¢ 9.9 3.948 1.8
L5 15° | 22.1° | 104 || 3.955 1.6
iL6 17° 125.9° | 11.1 || 3.950 1.7

computed. This standerd deviation oy, is found to de-
crease as does OUOVirep. In order to evidence a cor-
relation between both quantities, COVipep is plotted
versus the standard deviation o of the flame initia-
tion angular range (Figure 7). As displayed in Figure 7,
COVimer is nearly linearly related to g Therefore,
the variations in the flame initiation range angle affect
IMEP variations. This result makes sense since the vari-
ations of the flame initiation angular range directly af-
fect the phasing of the combustion process relatively to
the piston motion. The largest IMEP for case [1.5 {Ta-
ble 3) corresponds to the smailest COViuep and to a
spark advance of 40° (Table 1). This particular value of
40° corresponds to the Maximum Brake Torque (MBT)
for which any fluctuation in early combustion will have
less influence. One conclusion is that the ame develop-
ment likely does not play a significant role in the cycle-
to-cycle dispersion, in so far as it is essentially constant
(about ten degrees), irrespective of the operating condi-
tions. Also, the high correlation between COVivep and
o5, indicates a preponderant role of the initiation phase
on cycle-to-cycle variations.

L4
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Figure T: Correlation between "the standard deviation of
the flame initiation angular range and COVimEPp-

Let us now return to the state portraits displayed in
Figure 1. We may then remark that a few degrees af-
ter the spark ignition, the different individual cycles are
separated by the divergence of the dynamical evolution

of the cylinder pressure, due to the burning process. The
fact that the burning process induces cycle-to-cycle vari-
ations has also been evidenced by using the divergence
rate Ag. Later on, portions of the trajectory associated
with different cycies flow rather parallely (before the ap-
pearance of a converging behaviour). This property isa
signature of a deterministic behaviour {not sensitive to
initial conditions, i.e. not chaotic) since a given initial
condition allows to predict fairly well the next values of
P and P during the same cycle. Of course, it is here un-
derstood that initial conditions are taken after the end
of the flame initiation range, i.e. after that the burning
process started to significantly affect the cylinder pres-
sure and that the dispersion of the individual cycles in
the trajectory begun.

It is also found that the flame initiation angular range
is fairly linearly related to the maximum pressure value
reached during a cycle when the flame initiation angles
range into the interval {10° — 20°] (Figure 8). When the
flame initiation takes too long a time {d1 greater than
20°), the combustion efficiency is quickly degraded by a
decompression effect which is not favourable to the flame
front propagation. In this case, the maximum cylinder
pressure value is about equal to the maximum pressure
value reached during cycles motored engine.
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Figure 8: Correlation between the flame initiation an-
gular range and the maximum cylinder-pressure value

Py. (case L3)

“To end this study, we now investigate the relationship
between IMEP and the flame initiation angular range
&1 for two different equivalence ratios. Individual-cycle
IMEP values are plotted versus the flame initiation an-
gular range &t for ¢ = 1.0 {case 1.2) and for ¢ = 0.8 (case
1.3) (Figure 9). When the equivalence ratio is equal to
1, the variations in cvcle phasing are too small (in con-
cordance with a smail value of the standard deviation of
the flame initiation angular range) to significantly affect
IMEP values (Figure 9.2). Indeed, it is usually claimed
that IMEP is unsensitive to cycle phasing around TDC.
Conversely, with a leaner equivalence ratio, the dura-
tion of the combustion process is longer, allowing the
mixture inhomogeneities to have a significant effect on
the combustion quality. Large variations in the flame
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initiation angular range therefore appear. IMEP val-
ues are then clearly affected (Figure 9.b), i.e. a strong
correlation appears between IMEP and &;. A quadratic
regression is computed for this correlation, reading as :

IMEP = Ay + Ai161 + 4267 (7)
with
Ag = 1.8813
Ay =0.1672
As = —0.0053
45 - -
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Figure 9: Correlation between the flame initiation angu-
lar range and IMEP values for two egquivalence ratios.

This correlation essentially means that the longer the
flame initiation angular range is, the smaller IMEP val-
ues are. Due to the small value of 4y, IMEP is about
linearly related to the flame initiation angular range for
small values of d;, say when 41 is smaller than 20°. Fur-
thermore, up to this value of 20°, the cycle phasing
is close to the optimal phasing and combustion events
are not affected {i.e. IMEP remains actually fairly con-
stant). Beyond this value, the quadratic term becomes
significant and a significant decrease of IMEP is ob-
served. Several physical explanations for this decrease
could be given. One of them is that, when the flame

initiation anguiar range exceeds 20°, the Jame could

propagate in the combustion chamber significantly after

the minimum cylinder volume is reached. Therefore, the
increase in pressure and temperature is less significant
since the decompression has begun. Moreover, in this
case, it is possible that the flame propagation be sensi-
tive to aerodynamics, implying a slight increase of the
fluctuations of IMEP for large flame initiation angular
ranges {see Figure 9).

Conversely, the smaller fluctuations of IMEP observed
when & is small (case 12 as well as case 13 when
d1 < 20°) suggest that, when the cycle phasing is op-
timmal, combustion events are less sensitive to the aero-
dynamics. In other words, when the cycle phasing is
optimal, the flame propagation starts before TDC ard
the conditions of temperature and pressure are then
favourable to the combustion. In such a situation, the
flame propagation occurs, on average, independently
from the aerodynamics or mixture nonhomogeneities.

6 Conclusion

Cyvcle-to-cycle combustion variability and how it is influ-
enced by flame initiation was studied in a four-cylinder
spark ignition engine. By using tools borrowed to the
theory of nonlinear dynamical systems, namely state
space reconstruction, Poincaré section and first-return
map, it is found that the cycle-to-cycle cylinder pres-
sure variations are not governed by a chaotic process, in
the sense that cycle-to-cycle variations are found to be
the combination of a non chactic deterministic compo-
nent and of a stochastic component. As a consequence,
the overall behaviour of the engine cannot be described
as a low-dimensional deterministic dynamics but rather,
as suggested by Daw ¢i al [14], by a superimposition of a
nonlinear low-deterministic dynarmics with a stochastic
component.

By relying on the evaluation of a divergence rate, the
flame initiation duration has been found to be related
t0 the maxdmum cylinder pressure reached during cy-
cles, but not necessarily related to IMEP. Such a re-
sult is actually not very surprising since IMEP values
are particularly sensitive to cycle phasing of the burn-
ing events. Conversely, the relative standard deviation
of the flame initiation angular range is linearly related
to the standard deviation of IMEP. The earlier events
of combustion therefore play a relevant role in cycle-to-
cycle variations. This assertion is validated by the fact
that trajectories are locally parallel during combustion
cycles. Such a property may be viewed as a signature
that no stochastic fluctuations appear during the re-
maining part of the combustion cycle. This conclusion is
particularly true in the case of leaner equivalence ratios.
Indeed, it is known that mixture nonhomogeneities play
a significant role in the case of leaner equivalence ratios
for which the stability of the combustion is lower, as




exemplified by the large Aame initiation duration found
with a small equivalence ratio. Following our assump-
tions concerning the divergence rate interpretation, for
a given equivalence ratio, it is found that the angular
ranges of the combustion events are rather insensitive
to the operating conditions. Moreover, the flame de-
velopment is found to be insensitive to the value of the
equivalence ratio. These conclusions remain to be vali-
dated by a careful comparison with a conventional heat
release analysis which is postponed to future works.
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